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a b s t r a c t 

As the main theoretical support of quantum metrology, quantum parameter estimation must follow the steps of 

quantum metrology towards the applied science and industry. Hence, optimal scheme design will soon be a crucial 

and core task for quantum parameter estimation. To efficiently accomplish this task, software packages aimed at 

computer-aided design are in high demand. In response to this need, we hereby introduce QuanEstimation.jl, an 

open-source Julia framework for scheme evaluation and design in quantum parameter estimation. It can be used 

either as an independent package or as the computational core of the recently developed hybrid-language (Python- 

Julia) package QuanEstimation [Phys. Rev. Res. 4 (4) (2022) 043057]. Utilizing this framework, the scheme 

evaluation and design in quantum parameter estimation can be readily performed, especially when quantum 

noises exist. 
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. Introduction 

Quantum technologies have encountered a fast-developing era in re-

ent years, and are now being enthusiastically pursued by international

echnology companies and governments worldwide. Together with the

rtificial intelligence, quantum technologies have been treated as the

ajor origins of the next-generation technologies, and even the next

ndustrial revolution. 

Quantum technologies are founded on the principles of quantum me-

hanics and use quantum systems or quantum features to achieve advan-

ages that classical systems cannot realize. As a core aspect of quantum

echnologies, quantum metrology utilizes quantum systems to perform

recise measurements of physical parameters, such as the strength and

requency of an electromagnetic field or a signal. Its value has been

uccessfully proved by many remarkable examples, such as the optical

locks [ 1 ] and atomic magnetometers [ 2 ]. 

Quantum parameter estimation [ 3,4 ] is the major theoretical support

f quantum metrology due to the statistical nature of quantum systems.

fter decades of development, many elegant mathematical tools and

ptimal schemes have been provided and studied for quantum parame-

er estimation in various measurement scenarios. In practice, quantum

oises are inevitable in the process of quantum parameter estimation,

hich usually affects the optimality of the optimal schemes given in
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oiseless scenarios, and different physical systems may face different

ominant quantum noises. These facts indicate that the scheme design

n the presence of noise usually needs to be performed case by case.

herefore, software for scheme design is a natural requirement in the

ndustrialization process of quantum parameter estimation and quan-

um metrology. 

Due to this requirement, in 2022 we announced an open-source

ybrid-language (Python-Julia) package named QuanEstimation for

cheme evaluation and design in quantum parameter estimation [ 5 ].

ython is the interface of the package due to its popularity in the sci-

ntific community, and the computational core is written in Julia since

t provides superior numerical efficiency in the scheme design. In re-

ent years, Julia [ 6 ] has become an emerging platform for computa-

ion packages in quantum information, and several very popular and

seful packages have been developed based on it, including Quantum-

oolbox.jl [ 7 ], QuantumOptics.jl [ 8 ], QuantumInformation.jl [ 9 ], Yao.jl

 10 ], and QuantumControl.jl [ 11 ]. The Julia part of QuanEstimation

s actually an independent and complete package named QuanEstima-

ion.jl. In the hybrid-language package, the evaluation of various math-

matical tools can be directly executed in the Python part. However, the

ptimization tasks in the scheme design will be transferred to the Julia

art, namely QuanEstimation.jl, and be executed, as illustrated in Fig. 1 .

nce the calculation is executed in QuanEstimation.jl, it will stay in this
Ai Communications Co. Ltd. This is an open access article under the CC 
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Fig. 1. Logical relation between the Python part and Julia part (QuanEs- 

timation.jl) of QuanEstimation . 
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art until all results are obtained and output. In the meantime, as an in-

ependent and complete package, all the functions in the Python part

lso exist in QuanEstimation.jl. After the announcement of QuanEsti-

ation, QuanEstimation.jl has been constantly updated and optimized

tructurally. Now it not only contains all the functions in the hybrid-

anguage package, but also includes some new features like modules for

pecific physical systems. 

In this paper, the architecture and package structure of QuanEstima-

ion.jl will be thoroughly introduced. Furthermore, the methods to set

p a scheme, including the general method and specific system modules,

nd the process of scheme design will be discussed, and correspond-

ng demonstration codes will be presented. The usage of specific system

odules will be illustrated with the Nitrogen-vacancy center magne-

ometers. In the end, we will also introduce the numerical error evalu-

tion and control tools in the package, which can be used to check and

nsure the validity of the designed scheme. 

. Architecture overview 

.1. Package architecture and structure 

A typical scheme for quantum parameter estimation usually con-

ists of four steps: state preparation, parameterization, quantum mea-

urement, and classical parameter estimation [ 12–15 ]. The mission of

cheme design for quantum parameter estimation in a specific scenario

s to provide the optimal forms of these four steps (or some of them if

he scenario requires certain fixed steps). Hence, the core philosophy

f developing QuanEstimation.jl is the efficient realization of scheme

esign for quantum parameter estimation in a given scenario. This phi-

osophy indicates that the architecture of QuanEstimation.jl must be

entered around the scheme, as shown in Fig. 2 (a). Therefore, defin-

ng a scheme is the first thing to do when using this package. Once the

cheme is defined, the scheme evaluation, such as the calculations of

arious mathematical tools or metrological resources, and scheme de-

ign can be further performed. In the meantime, some utility tools like

rror evaluation/control and unit tests can also be executed. The error

valuation and control will be thoroughly discussed in Section 5 . As a

evelopment tool, the unit tests would help the developers check the

orrectness and compatibility of the new codes. More details of it can

e found in the documentation [ 16 ]. 

In QuanEstimation.jl, two methods can be used to define a

cheme. The first and most common one is using the function

eneralScheme() , in which the basic elements of the scheme, such

s the probe state, the parameterization process, and the measurement

orm, are manually input by the users. The system Hamiltonian, decay

odes, and other systematic information are input when defining the

arameterization process. The introduction and usage of this function

ill be thoroughly provided in Section 3 . Currently, the parameteriza-
2

ion process can only be defined within the package. In the next ver-

ion, we will include an interface to allow it, especially the dynamics

rocess, to be defined via user-specific scripts that compact with other

ulia ecosystems. 

The second method to define a scheme is using the modules for spe-

ific quantum systems. These specific system modules are designed to

mprove the user experience and balance the efficiency and versatility

f the package. In QuanEstimation.jl, each module is written as an in-

ependent package for the convenience of package development and

anagement. The common parts used by all specific system modules

re put into a base package named QuanEstimationBase.jl, as shown

n Fig. 2 (b). All modules of specific systems can call the functions in

his base package to further perform the scheme evaluation and design.

urthermore, the functions only available in this physical system and al-

orithms that are particularly efficient for it are also written inside the

odule to improve the computing efficiency. More details and demon-

tration of the modules will be given in Section 3.2 . All modules and

uanEstimationBase are made up of the entire package of QuanEstima-

ion.jl. 

.2. Installation and calling 

As a registered Julia package, QuanEstimation.jl can be easily in-

talled in Julia via the package Pkg.jl. The specific codes for its instal-

ation in the Read-Eval-Print Loop (REPL) are as follows: 

After the installation, it can be called in the REPL with the following

odes: 

All the subpackages and functions can be directly applied

nce the codes in above line are used. In the demonstration

odes the functions are called specifically (for example using
uanEstimation:SigmaX ) to the purpose of reminding the readers

hich functions are belong to the package. 

. Scheme setup 

.1. General scheme 

A general scheme for quantum parameter estimation consists of four

lements: probe state, parameterization process, measurement, and clas-

ical estimation strategy. These elements should be defined first when

sing QuanEstimation.jl. In the process of scheme design, these in-

uts, or some of them, work as the initial guesses of the optimiza-

ions. In QuanEstimation.jl, the scheme can be defined via the function

eneralScheme() , and all information in this function will be fur-

her used to construct a struct in Julia. The demonstration codes of

ts usage are as follows: 

In GeneralScheme() , the keyword arguments probe = ,

aram = , and measurement = represent the input of the probe state,

arameterization process, and measurement, respectively. In the case

hat a prior probability distribution exists, the regime of the arguments

f the prior distribution, the distribution, and its derivatives should

lso be input via the keyword arguments x , p , and dp . The data types

f the inputs are the same as those in the hybrid-language package, and

ore thorough demonstrations of them can be found in Ref. [ 5 ]. In the

ollowing, we will briefly introduce how to define these elements in

uanEstimation.jl. 
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Fig. 2. (a) The architecture and (b) package structure of QuanEstimation.jl. 

Table 1 

Some integrated quantum states and operators in QuanEstimation.jl. 

Function name Probe state 

PlusState() 
(

1 √
2 
,

1 √
2 

)T 

MinusState() 
(

1 √
2 
, − 1 √

2 

)T 

BellState(1) 
(

1 √
2 
, 0 , 0 , 1 √

2 

)T 

BellState(2) 
(

1 √
2 
, 0 , 0 , − 1 √

2 

)T 

BellState(3) 
(
0 , 1 √

2 
,

1 √
2 
, 0
)T 

BellState(4) 
(
0 , 1 √

2 
, − 1 √

2 
, 0
)T 

SigmaX() 

( 
0 1 
1 0 

) 

SigmaY() 

( 
0 − 𝑖 
𝑖 0 

) 

SigmaZ() 

( 
1 0 
0 −1 

) 
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f

In QuanEstimation.jl, the probe state is generally represented by

 state vector or a density matrix. For a pure state, the data type

f input probe state can either be a vector or a matrix and for a

ixed state, it has to be a matrix. Several constantly used states are

ntegrated into the package for convenience, as shown in Table 1 ,

nd more will be involved in the future. The basis of these states

s the same as the input Hamiltonian. If (1 , 0)T ∶= |0 ⟩ and (0 , 1)T ∶=
1 ⟩, then the functions PlusState() and MinusState() are

n fact the states ( |0 ⟩ + |1 ⟩)∕√2 and ( |0 ⟩ − |1 ⟩)∕√2 . BellState(1)
o BellState(4) are the states ( |00 ⟩ + |11 ⟩)∕√2 , ( |00 ⟩ − |11 ⟩)∕√2 ,
 |01 ⟩ + |10 ⟩)∕√2 , and ( |01 ⟩ − |10 ⟩)∕√2 , respectively. Some Julia pack-

ges like QuantumToolbox.jl [ 7 ], QuantumOptics.jl [ 8 ], and Quantu-

Information.jl [ 9 ] also contain many well-used quantum states, and

he users can also call them for the generation of probe states. 

The parameterization process plays a critical role in quantum pa-

ameter estimation. In general, this process is realized by quantum dy-

amics. In QuanEstimation.jl, the focus is primarily on the dynamics

overned by the master equation in the Lindblad form: 

𝑡 𝜌 = − 𝑖 [ 𝐻, 𝜌] +
∑
𝑖 

𝛾𝑖 

(
Γ𝑖 𝜌Γ

†
𝑖 
− 1 

2 

{ 

𝜌, Γ†
𝑖 
Γ𝑖 
} )

, (1)

here 𝜌 is the evolved density matrix, 𝐻 is the total Hamiltonian, and

𝑖 and 𝛾𝑖 are the 𝑖 th decay operator and decay rate, respectively. 𝛾𝑖 could

ither be constant (a float number) or time-dependent (a vector). In the

eantime, QuanEstimation.jl can also deal with the non-dynamical pro-

esses, such as the quantum channels described by Kraus operators, i.e.,
3

=
∑
𝑖 𝐾𝑖 𝜌0 𝐾

†
𝑖 
, where 𝐾𝑖 is the 𝑖 th Kraus operator satisfying 

∑
𝑖 𝐾

†
𝑖 
𝐾𝑖 = 𝕀

ith 𝕀 the identity operator, and 𝜌0 is the probe state. 

In QuanEstimation.jl, the master equations can be defined via the

unction Lindblad() , and the quantum channels can be defined via

he function Kraus() . The demonstration codes for calling these two

unctions are as follows: 

In the function Lindblad() , the argument tspan is an array rep-

esenting the time length for the evolution. In general, the argument H0
s a matrix or a vector of matrices representing the full Hamiltonian in

he noncontrolled scheme or the free (noncontrolled) part of the Hamil-

onian in the controlled scheme. It is a matrix when the Hamiltonian

s time-independent and a vector with the length equivalent to that of

span when it is time-dependent. The argument dH is a vector of ma-

rices for time-independent Hamiltonians and a vector of vector of ma-

rices for time-dependent Hamiltonians, which contains the derivatives

f the Hamiltonian for the parameters to be estimated, same as that in

he hybrid-language package [ 5 ]. 

Moreover, the Hamiltonian and its derivative can also be de-

ned by functions. This can be done with the help of the function

amiltonian() , which takes the functions H0(u) , dH(u) and the

alues of u (a float number or a vector) as arguments. It is a multipa-

ameter scenario when u is a vector. The output type of H0(u) should

e a matrix, and that of dH should be a vector of matrices. In the case

hat the Hamiltonian is time-dependent, the functions should be in the

orm of H0(u,t) and dH(u,t) . The demonstration codes for calling

indblad() with the functions H0(u) and dH(u) are as follows: 

The demonstration codes for the multiparameter scenario can be

ound in the documentation [ 16 ]. 
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Table 2 

Currently available control functions in QuanEstimation.jl. In the expressions 𝑇 

is the end time of the array tspan , and ⌊⋅⌋ denotes the floor function. 

Functions Arguments Control shape 

ZeroCTRL() ∖ 0 

LinearCTRL(k, c0) k: 𝑘 , c0: 𝑐0 𝑘𝑡 + 𝑐0 
SineCTRL(A, 𝜔 , 𝜙) A: 𝐴 , 𝜔 : 𝜔 , 𝜙: 𝜙 𝐴 sin ( 𝜔𝑡 + 𝜙) 
SawCTRL(k, n) k: 𝑘 , n: 𝑛 2 𝑘

(
𝑛𝑡 

𝑇 
− ⌊0 . 5 + 𝑛𝑡 

𝑇 
⌋)

TriangleCTRL(k, n) k: 𝑘 , n: 𝑛 2|||2 𝑘( 𝑛𝑡 𝑇 − ⌊0 . 5 + 𝑛𝑡 

𝑇 
⌋)||| − 1 

GaussianCTRL(A, 𝜇, 𝜎) A: 𝐴 , 𝜇: 𝜇, 𝜎: 𝜎 𝐴𝑒−( 𝑡 − 𝜇)
2 ∕(2 𝜎) 

GaussianEdgeCTRL(A, 𝜎) A: 𝐴 , 𝜎: 𝜎 𝐴 − 𝐴𝑒− 𝑡2 ∕𝜎 − 𝐴𝑒−( 𝑡 − 𝑇 )2 ∕𝜎
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The argument decay is a vector containing the information

f both decay operators and decay rates, and its input rule

s decay = [[Gamma1,gamma1], [Gamma2,gamma2],... ] ,
here Gamma1 ( Gamma2 ) and gamma1 ( gamma2 ) represent the first

second) decay operator and decay rate, respectively. So do others, if

here are any. Here the decay rate gamma1 ( gamma2 ) can either be a

oat number (representing a fixed decay rate) or a vector (representing

 time-dependent decay rate), and when it is a vector, its length should

e identical with tspan . The argument Hc is a vector of matrices repre-

enting the control Hamiltonians. Its default value is nothing , which

epresents the noncontrolled scheme. The argument ctrl is a vector

f vectors containing the control amplitudes for the control Hamilto-

ians given in the argument Hc . Its default value ZeroCTRL() rep-

esents the zero control amplitudes for all control Hamiltonians. Some

requently used control amplitudes are integrated into the package for

onvenience, as given in Table 2 , and more will be added in the future.

In Lindblad() , the master equation is solved via the package

ifferentialEquations.jl [ 17 ] by default, and the corresponding set-

ing is dyn_method = :Ode (or \texttt{dyn\_method = :ode}). Alterna-

ively, it can also be solved via the matrix exponential method by us-

ng dyn_method = :Expm (or \texttt{dyn\_method = :expm}), which

s suitable for small to medium-sized systems. 

In the function Kraus() , K and dK are vector of matrices and vec-

or of vector of matrices representing the Kraus operators and corre-

ponding derivatives on the parameters to be estimated. Similar to the

unction Lindblad() , here the Kraus operators and their derivatives

an also be defined as functions K(u) and dK(u) , of which the output

ypes are also vector of matrices and vector of vector of matrices. In this

ase, the function Kraus() is called via the following format: 

More demonstration codes of this case can be found in the documen-

ation [ 16 ]. 

Regarding the measurement, the data type of the input measurement

s a vector of matrices with each entry an element of a set of positive

perator-valued measure (POVM). If no specific measurement is input,

he rank-one symmetric informationally complete POVM (SIC-POVM)

ill be used as the default choice, which can also be manually invoked

ia the function SIC() . 
After the scheme setup is finished, the metrological quantities can be

eadily evaluated. All the metrological quantities given in the hybrid-

anguage package [ 5 ] are available in QuanEstimation.jl, such as the

uantum Cramér-Rao bounds [ 3,4 ] and various types of quantum Fisher
4

nformation matrix (QFIM) [ 14 ], Holevo Cramér-Rao bound (HCRB)

 18–21 ], and Nagaoka-Hayashi bound (NHB) [ 21–23 ]. Demonstration

odes for their calculations in QuanEstimation.jl is as follows: 

In the function QFIM() , the keyword argument LDtype = :SLD
eans that the calculated QFIM is based on the symmetric logarithmic

erivative (SLD), same as that in the hybrid-language package. Details

f calling other types of QFIM can be found in Ref. [ 5 ]. In the functions

CRB() and NHB() , the argument W represents the weight matrix,

nd its definition can also be found in Ref. [ 5 ]. In the case that a prior

istribution exists, Bayesian types of QFIM or other tools like the Van

rees bound (VTB) [ 24 ], and its quantum version (QVTB), also known

s Tsang-Wiseman-Caves bound [ 25 ], should be used for the evaluation

f precision limit. Here we present the demonstration codes for the cal-

ulations of VTB and QVTB: 

The outputs of all these functions are vectors representing the time

volutions of the metrological quantities. 

The advantage of using GeneralScheme() is the flexible choice

f physical systems. In principle, any quantum system can be imple-

ented in QuanEstimation.jl to evaluate the metrological quantities or

erform scheme design, regardless of the computing efficiency. How-

ver, many physicists mainly focus on certain specific physical systems.

he convenience of scheme setup and computing efficiency of scheme

esign for these systems are critical to them, which may not be fully sat-

sfying with the function GeneralScheme() . For the sake of improv-

ng the efficiency of scheme setup and scheme design for certain specific

ystems, the modules are developed in QuanEstimation.jl, which is a

ignificant feature that did not appear in the last version of the hybrid-

anguage package [ 5 ], and will be thoroughly introduced in the next

ection. 

.2. Modules for specific systems 

Many quantum systems have present significant advantages in var-

ous scenarios of quantum parameter estimation, such as the Nitrogen-

acancy centers [ 26 ], cold atoms [ 13,27 ], trapped ions [ 28 ], optome-

hanical systems [ 29,30 ], and quantum circuits [ 28,31,32 ]. For these

pecific quantum systems, the Hamiltonian structures and the param-

ters to be estimated are usually fixed. Hence, for the researchers fo-



H.-M. Yu and J. Liu Fundamental Research xxx (xxxx) xxx

ARTICLE IN PRESS
JID: FMRE [m5GeSdc;March 31, 2025;13:47]

c  

i  

o  

u  

w  

t  

f  

s

 

i  

m  

Q  

c  

a  

v  

s  

u  

t

𝐻  

w  

(

𝑠

𝑠

𝑠

T  

t  

a  

c  

t  

o  

t  

e  

𝐻  

w  

e  

o

𝜕  

w  

t

 

b  

c  

R  

d  

m

 

o  

t

4

 

t  

t  

s  

t  

fi  

m  

r

 

t  

m  

s  

s  

a  

p  

p  

c  

M  

o  

i  

r  

e  

o  

o  

a  

c  

t

 

a  

g  

r  

c  

g  

a  

a  

d  

f

 

s  

o  
using on a specific quantum system, especially those not experienced

n Julia or even coding, a module that integrates the Hamiltonian and

ther information of this system would make QuanEstimation.jl more

ser-friendly. In the meantime, a module for a specific physical system

ould also make it easier to adjust the codes according to the features of

his system and implement the algorithms that are particularly efficient

or the scheme design in this system. The computing efficiency of the

cheme design would then be improved. 

All specific system modules will be structurally written as

ndependent packages for the convenience of development and

aintenance. However, they can be directly called when using
uanEstimation is applied. Currently, most modules are still under

onstruction and will be available in both the hybrid-language package

nd Julia package in a short time. In this paper we take the Nitrogen-

acancy center magnetometer as an example of the modules and demon-

trate its usage. Some other packages like qsensoropt [ 33,34 ] can also be

sed to design magnetometer with Nitrogen-vacancy center. The Hamil-

onian of the Nitrogen-vacancy center is [ 35–38 ]. 

0 ∕ℏ = 𝐷𝑆2 
3 + 𝑔S ⃗𝐵 ⋅ 𝑆 + 𝑔I ⃗𝐵 ⋅ 𝐼 + 𝑆 T 

𝐼 , (2)

here 𝑆𝑖 = 𝑠𝑖 ⊗ 𝕀 and 𝐼𝑖 = 𝕀 ⊗ 𝜎𝑖 ( 𝑖 = 1 , 2 , 3 ) are the electron and nuclear

 

15 N ) operators. 𝑠1 , 𝑠2 and 𝑠3 are spin-1 operators with the expressions 

1 = 

1 √
2 

⎛ ⎜ ⎜ ⎝ 
0 1 0 
1 0 1 
0 1 0 

⎞ ⎟ ⎟ ⎠ , (3) 

2 = 

1 √
2 

⎛ ⎜ ⎜ ⎝ 
0 − 𝑖 0 
𝑖 0 − 𝑖 

0 𝑖 0 

⎞ ⎟ ⎟ ⎠ , (4) 

3 = 

⎛ ⎜ ⎜ ⎝ 
1 0 0 
0 0 0 
0 0 −1 

⎞ ⎟ ⎟ ⎠ . (5) 

he vectors 𝑆 = ( 𝑆1 , 𝑆2 , 𝑆3 )T , 𝐼 = ( 𝐼1 , 𝐼2 , 𝐼3 )T , and  is the hyperfine

ensor, and in this case  = diag ( 𝐴1 , 𝐴1 , 𝐴2 ) with 𝐴1 and 𝐴2 the axial

nd transverse magnetic hyperfine coupling coefficients. The hyperfine

oupling between the magnetic field and the electron is approximated

o be isotopic. 𝑔S = 𝑔e 𝜇B ∕ℏ and 𝑔I = 𝑔n 𝜇n ∕ℏ with 𝑔e ( 𝑔n ) the 𝑔 factor

f the electron (nuclear), 𝜇B ( 𝜇n ) the Bohr (nuclear) magneton, and ℏ

he Plank’s constant. 𝐵⃗ is the external magnetic field that needs to be

stimated. In this system, the control Hamiltonian can be expressed by

c ∕ℏ =
3 ∑
𝑖 =1 

Ω𝑖 ( 𝑡 ) 𝑆𝑖 , (6)

here Ω𝑖 ( 𝑡 ) is a time-varying Rabi frequency. Due to the fact that the

lectron suffers from the noise of dephasing in practice, the dynamics

f the Nitrogen-vacancy center is then described by 

𝑡 𝜌 = − 𝑖 [ 𝐻0 + 𝐻c , 𝜌] +
𝛾

2 
( 𝑆3 𝜌𝑆3 − 𝑆2 

3 𝜌 − 𝜌𝑆2 
3 ) , (7)

here 𝛾 is the dephasing rate, which is usually inversely proportional

o the dephasing time 𝑇 ∗ 
2 . 

In QuanEstimation.jl, this module can be used to define the scheme

y calling the function NVMagnetometerScheme() . The coeffi-

ients of the Hamiltonian in the module are taken as those given in

efs. [ 35,36 ]. After the scheme is defined, the scheme evaluation and
5

esign can be further applied. The demonstration codes for calling this

odule and evaluating the value of QFI are as follows: 

The progress of other modules, such as the Mach-Zehnder interfer-

meter, cold atoms, trapped ions, optomechanical systems, and quan-

um circuits, will be constantly updated in the documentation [ 16 ]. 

. Scheme design 

Scheme design is the major mission of QuanEstimation.jl, and also

he key reason why Julia is used to write the computational core of

he hybrid-language package [ 5 ]. In QuanEstimation.jl, the process of

cheme design consists of three steps, including initialization, optimiza-

ion, and output, as shown in Fig. 3 . Three elements are required in the

rst step. Apart from defining the scheme, the optimization scenario

ust be specified, and the objective function and optimization algo-

ithm should be chosen. 

As discussed in the previous section, the scheme can be defined via

he general approach or specific system modules. Specifying the opti-

ization scenario means the user needs to clarify which part of the

cheme needs to be optimized. Currently, the package includes probe

tate optimization, control optimization, measurement optimization,

nd comprehensive optimization, same as those in the hybrid-language

ackage. Detailed introduction of them can be found in Ref. [ 5 ]. The

robe state, control, measurement, and comprehensive optimization

an be specified via the functions StateOpt() , ControlOpt() ,
easurementOpt() , and CompOpt() . In the case of measurement

ptimization, QuanEstimation.jl now provides three types of scenarios,

ncluding rank-one projective measurements, linear combinations, and

otations of a set of input measurements. The desired optimization strat-

gy can be selected by setting mtype = :Projection , mtype = :LC ,
r mtype = :Rotation , respectively. Regarding the comprehensive

ptimization, four types of joint optimization, including the probe state

nd measurement (realized by setting type = :SM ), probe state and

ontrol ( type = :SC ), control and measurement ( type = :CM ), and all

hree variables together ( type = :SCM ), can be executed. 

After specifying the optimization scenario, the objective function

nd algorithm for optimization should be chosen. This part can be ne-

lected if the user has no preference on the objective function and algo-

ithm since all scenarios have default choices. Most metrological tools

an be taken as the objective function. QuanEstimation.jl includes both

radient-based algorithms, such as the gradient ascent pulse engineering

lgorithm and its advanced version based on automatic differentiation,

nd gradient-free algorithms such as particle swarm optimization and

ifferential evolution. Details of the available algorithms and objective

unctions in each scenario can be found in Ref. [ 5 ]. 

The information created in the step of initialization is stored as a

truct in QuanEstimation.jl, which not only contains the information

f the scheme but also the supplementary information that can assist the
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Fig. 3. The process of scheme design in QuanEstimation.jl , which includes three steps: (1) initialization, (2) optimization, and (3) output. 

p  

t  

o

 

t  

s  

a  

t  

o  

f  

t

 

o

 

i

 

r  

i  

l  

s  

u  

e  

p  

i  

s  

a  

s

 

[  

e  

m  

d

5

 

c  

a  

f  

t  

u  

o  

p  

t

 

i

𝛿

w  

𝛿  

p  

i

 

r  

g  

s  

t  

t  

p  

t  

(  

a  

t  

t  

m  

p  

R  

t  

u  

t  
recision analysis of the optimized scheme, such as the number of itera-

ions used during the optimization process and the convergence criteria

f optimization. 

Once the initialization is finished, the scheme is then ready to be op-

imized. In the step of optimization, the scheme data are updated by the

elected optimization algorithm, and the objective function is evaluated,

s shown in Fig. 3 . This process continues until the convergence condi-

ions are met. After the value of the objective function is converged, the

ptimized scheme is then output. The data will be saved into files (HDF5

ormat with extension name.dat) via the JLD2 package and printed on

he screen. 

Here we provide the demonstration codes for the scenario of control

ptimization: 

More examples and demonstrations of other scenarios can be found

n the documentation [ 16 ]. 

Adaptive measurement is another well-used scenario in quantum pa-

ameter estimation [ 15,39–45 ], in which a vector of tunable parameters

s used to enhance the measurement precision. Similar to the hybrid-

anguage package, QuanEstimation.jl can also realize the adaptive mea-

urements. To do it, the function AdaptiveStrategy() should be

sed first before defining the scheme to claim the regime of the param-

ters to be estimated, the prior distribution, and its derivatives to the

arameters. The process of scheme setup is the same as other scenar-

os, which can be realized via GeneralScheme() or certain specific

ystem modules. Then the function adapt!() is called to perform the

daptive measurement. The demonstration codes for the adaptive mea-

urement are as follows: 

More details on the usage of adaptive measurement are given in Ref.

 5 ] and the documentation [ 16 ]. The online and offline adaptive phase

stimations in the Mach-Zehnder interferometer are integrated into the
6

odule of Mach-Zehnder interferometer, and will be thoroughly intro-

uced in another paper. 

. Numerical error evaluation and control 

To evaluate the numerical precision of the output scheme or the cal-

ulated mathematical tools, the computational errors should be evalu-

ted, and sometimes even controlled. QuanEstimation.jl provides two

unctions error_evaluation() and error_control() to help

he users perform the error evaluation and control. The error evaluation

ses the given precision of the input data to evaluate the error scaling

f the output, and the error control uses the given error of the output to

rovide a suggested precision scaling of the input data. The demonstra-

ion codes for their usage are given as follows: 

In QuanEstimation.jl, the total error of the output, such as the QFIM,

s evaluated via the error propagation relation 

𝑓 =

√ √ √ √ 

∑
𝑖 

( 

𝜕 𝑓 

𝜕 𝑥𝑖 

) 2 
𝛿2 𝑥𝑖 , (8) 

here 𝑓 = 𝑓 ( 𝑥1 , 𝑥2 , ⋯ ) is the output with 𝑥𝑖 the 𝑖 th input parameter.

𝑓 and 𝛿𝑥𝑖 represent the errors of 𝑓 and 𝑥𝑖 , respectively. The specific

rocesses of error evaluation and control in the package are illustrated

n Fig. 4 . 

The function error_evaluation() provides the evaluated er-

or scaling of the output at the final evolution time according to the

iven precision of the input data. In the evaluation process, the preci-

ion of the input data is assumed to be the same, which can be set via

he key argument input_error_scaling in the function. In prac-

ice, if not all the input data can be set to the same precision, the input

recision used for error evaluation can be taken as the worst one among

hem. In the case that the dynamics is calculated by the method Expm
 dyn_method = :Expm ), the gradients in Eq. (8) are all evaluated via

utomatic differentiation through chain rules, as shown in Fig. 4 . When

he dynamics is solved by Ode ( dyn_method = :Ode ), the errors of

he evolved state and its derivatives are roughly evaluated as the sum-

ation of the input precision scaling and the time step to the fourth

ower, which is due to the fact that the global error of Tsitouras 5/4

unge-Kutta method can be roughly expressed by  ( ℎ4 ) [ 46 ] with ℎ the

ime step. In the case of adaptive timestepping, the largest time step is

sed to evaluate the global error. Next, the evolved state and its deriva-

ives are taken as the new input and the error of output is further evalu-
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Fig. 4. Processes of computational error evaluation and control in QuanEstimation.jl . 
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ted via the error propagation relation, in which the gradients are also

valuated by automatic differentiation. 

In the case that the output is the QFIM, the machine epsilon (set by

he keyword argument SLD_eps ) in the calculation of SLD would also

ontribute to the final error. Here the machine epsilon means that if

n eigenvalue of the density matrix is less than the given value, it will

e truncated to zero in the calculation of SLD [ 5 ]. A proper setting of

LD_eps would help to improve the calculation stability of the QFIM.

hen the function error_evaluation() is executed, the differ-

nce between the QFIMs before and after the truncation is applied will

e shown on the screen (denoted by 𝛿𝐹 ). If this value is too large, the

alue of SLD_eps should be reset. 

The function error_control() provides a suggested precision

caling of the input data based on the required error scaling of the out-

ut, which is set by the argument output_error_scaling . We still

ssume the precision of all input data is the same in this function. In

ractice, the users can take this suggested precision as the worst preci-

ion requirement for all input data. As long as the precision of all inputs

s higher than the suggested scaling, the error of output would meet the

ser’s requirement. In the case that Expm is applied, the suggested input

recision scaling is fully evaluated via Eq. (8) . When Ode is applied, the

equired error of the evolved state is also evaluated by automatic dif-

erentiation, and then the suggested input precision is calculated as the

ifference between the error of the evolved state and the (largest) time

tep to the fourth power. 

. Future developments and extensions 

Alongside enhancing the general computational efficiency of

uanEstimation.jl, our development roadmap prioritizes the develop-

ent of modules for specific quantum systems or scenarios, including

ut not limited to the abstract models like the SU(2) and SU(1,1) inter-

erometers, various toy models in quantum optics, quantum networks,

nd specific physical systems like quantum circuits, trapped ions, and

old atoms. Each module would be constructed as an independent sub-

ackage. Concurrently, integration of more cutting-edge methodologies

n quantum information and condensed-matter physics, and even those

n computing science is also an important content for the development

n the future. 

Recent advancements in quantum experimental technologies have

nabled the automation of numerous experimental processes. In the

eantime, the strategic vision driving the development of QuanEsti-

ation and QuanEstimation.jl centers on the automatic realization of

cheme design in quantum parameter estimation. Building upon this
7

ision, another key development direction is the seamless integration

f intelligent scheme design with experimental execution. This adap-

ive framework will enable dynamic scheme optimization through real-

ime environmental feedback, with redesigned configurations being au-

onomously deployed to maintain optimal estimation performance un-

er varying conditions. 

. Summary 

The development of QuanEstimation.jl aims at efficient scheme eval-

ation and design for quantum parameter estimation. This package can

ork as the computational core of its hybrid-language counterpart or

s an independent package. The usage of QuanEstimation.jl is based

n the construction of schemes. Once a scheme is constructed, all the

etrological quantities discussed in Ref. [ 5 ] can be evaluated and the

ptimal schemes can be provided according to the user’s requirements.

o balance the versatility and efficiency, we introduce modules in the

ackage for specific physical systems and demonstrate its usage with

he Nitrogen-vacancy center magnetometer. The package version of

uanEstimation.jl with respect to the contents of this paper is v0.2. The

ource codes can be found in GitHub [ 47 ] and the documentation is

vailable in the link in Ref. [ 16 ]. 
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